Interannual variability of snowmelt in the Sierra Nevada and Rocky Mountains, United States: Examples from two alpine watersheds
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[1] The distribution of snow and the energy flux components of snowmelt are intrinsic characteristics of the alpine water cycle controlling the location of source waters and the effect of climate on streamflow. Interannual variability of these characteristics is relevant to the effect of climate change on alpine hydrology. Our objective is to characterize the interannual variability in the spatial distribution of snow and energy fluxes of snowmelt in watersheds of a maritime setting, Tokopah Basin (TOK) in California’s southern Sierra Nevada, and a continental setting, Green Lake 4 Valley (GLV4) in Colorado’s Front Range, using a 12 year database (1996–2007) of hydrometeorological observations and satellite-derived snow cover. Snowpacks observed in GLV4 exhibit substantially greater spatial variability than in TOK (0.75 versus 0.28 spatial coefficient of variation). In addition, modeling results indicate that the net turbulent energy flux contribution to snowmelt in GLV4 is, on average, 3 times greater in magnitude (mean 29% versus 10%) and interannual variability (standard deviation 17% versus 6%) than in TOK. These energy flux values exhibit strong seasonality, increasing as the melt season progresses to times later in the year ($R^2 = 0.54–0.77$). This seasonality of energy flux appears to be associated with snowmelt rates that generally increase with onset date of melt (0.02 cm d$^{-2}$). This seasonality in snowmelt rate, coupled to differences in hydrogeology, may account for the observed differences in correspondence between the timing of snowmelt and timing of streamflow in these watersheds.


1. Introduction

[2] Snowmelt is an important and dynamically changing water resource in mountainous regions around the world [Arnell, 1999; Barnett et al., 2005]. In the western United States, much of the precipitation (39%–67%) falls as snow [Serreze et al., 1999] in a proportion depending on both latitude and elevation [Bales et al., 2006]. Springtime melt of this snow largely controls the timing and magnitude of runoff, the prediction of which is essential for the proper timing of dam releases for municipal and agricultural water supplies, hydropower, and flood control [Molotch et al., 2004]. Accurate water supply assessments in snowpacks is challenging because of the high spatial variability of snow water equivalent (SWE) in alpine environments [Erickson et al., 2005; Winstral et al., 2002; Elder et al., 1991, 1995].

[3] Future changes in climate are expected to have a geographically varying effect on snowmelt because of the close coupling between energy and water fluxes [Cayan, 1996; Bales et al., 2006]. Seasonal shifts in snowmelt timing will influence the timing of streamflow [Gleick, 1987] and the sustainability of water resources [Knowles and Cayan, 2004], making knowledge of the interannual variability in snowmelt energy fluxes in different regions important for understanding climate change effects on hydrology. Similarly, potential future changes in the spatial distribution of SWE could impact the geochemistry of surface waters [Williams and Melack, 1991a; Melack and Sickman, 1995], nutrient cycling processes [Brooks and Williams, 1999; Williams et al., 2009], and aquatic ecosystems [Bunting et al., 2010; Molotch et al., 2008].

[4] Previous works have improved the understanding of physical processes affecting the partitioning of energy fluxes during snowmelt [e.g., Male and Granger, 1981; Morris, 1989; Pohl et al., 2006]. Simulations of these processes have been facilitated through the development of numerical snowmelt models [e.g., Anderson, 1976; Jordan, 1991; Lehning et al., 2006]. In parallel, several works have
improved the ability to estimate fractional snow cover extent from satellite [Dozier, 1989; Rosenthal and Dozier, 1996; Painter et al., 2009]. These improvements have facilitated development of the snow reconstruction method, in which SWE is calculated retroactively by integrating modeled snowmelt over the period of satellite-observed snow cover. This method was used by Martinec and Rango [1981] to reconstruct snow in remote, inaccessible regions using Landsat images and a temperature index snowmelt model. Subsequent studies have refined the method [Brubaker et al., 1996; Cline et al., 1998] and have applied it to analyze the spatial distribution of SWE and snowmelt during 1-2 year periods [Cline et al., 1998; Molotch and Margulis, 2008; Molotch, 2009]. These improvements, however, have not gained adequate use for the analysis of interannual variability of SWE and snowmelt.

[5] The objective of this study is to characterize the interannual variability of SWE and energy flux components of snowmelt in alpine watersheds of a maritime and continental setting. Twelve years (1996–2007) of detailed hydrometric observations are utilized from two of the most intensively studied alpine watersheds in North America; the Tokopah Basin in the southern Sierra Nevada, California (maritime influence), and Green Lake 4 Valley in the Colorado Front Range (continental influence). The following questions are addressed: (1) How variable is snow accumulation in these two climatologically different watersheds? (2) How variable is the partitioning of snowmelt energy between the radiative and turbulent fluxes? (3) How does the timing of snowmelt compare to the timing of streamflow in these watersheds? The findings of this study have implications for the influence of climate variability in alpine maritime and continental settings on the interannual variability of SWE, snowmelt and streamflow.

2. Study Area

[6] The Tokopah Basin (TOK) is an alpine watershed of maritime influence located in Sequoia National Park, California (Figure 1 and Table 1) and representative of high-elevation watersheds in the Sierra Nevada [Tonnessen, 1991]. Annual precipitation is highly variable, ranging from less than 1 m to greater than 2 m [Williams and Melack, 1991b], occurring mainly as snow (75%–90%) (Stephenson [1988] as discussed by Tonnessen [1991]). Soils are thinly distributed and generally restricted to small areas of the valley floor [Molotch and Bales, 2006], and forest cover is generally absent (Table 1). Data from three meteorological stations (EML, TPL, and M3) and a streamflow gaging station, located at the TOK outlet (Marble Fork, MF), were used for this study (Figure 1). Annual snow surveys have sampled SWE at maximum accumulation off and on since 1985 (Table 2).

[7] The Green Lake 4 Valley (GLV4) is an alpine watershed of continental influence located in the Colorado Front Range (Figure 1 and Table 1) and is typical of the high-elevation environments in this area [Williams et al., 1996]. Niwot Ridge is a prominent interfluve that forms the northern boundary of the surrounding Green Lakes Valley (GLV) and is home to the Niwot Ridge Long Term Ecological
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Table 2. Statistics of Snow Surveys Conducted in TOK and GLV4 Between 1996 and 2007a

<table>
<thead>
<tr>
<th>Year</th>
<th>Date</th>
<th>d$_{\text{ave}}$</th>
<th>N$_{d}$</th>
<th>$\rho_{\text{ave}}$</th>
<th>N$_{p}$</th>
<th>CV</th>
</tr>
</thead>
<tbody>
<tr>
<td>1996</td>
<td>11 Apr</td>
<td>273</td>
<td>319</td>
<td>454</td>
<td>3</td>
<td>0.39</td>
</tr>
<tr>
<td>1997</td>
<td>9 Apr</td>
<td>256</td>
<td>429</td>
<td>465</td>
<td>10</td>
<td>0.37</td>
</tr>
<tr>
<td>1998</td>
<td>6 May</td>
<td>361</td>
<td>352</td>
<td>467</td>
<td>42 (40)</td>
<td>0.32</td>
</tr>
<tr>
<td>1999</td>
<td>17 Apr</td>
<td>169</td>
<td>204</td>
<td>406</td>
<td>15 (12)</td>
<td>0.38</td>
</tr>
<tr>
<td>2000</td>
<td>15 Apr</td>
<td>256</td>
<td>11</td>
<td>480</td>
<td>2 (1)</td>
<td>0.19</td>
</tr>
<tr>
<td>2001</td>
<td>28 Apr</td>
<td>191</td>
<td>54</td>
<td>440</td>
<td>1</td>
<td>0.29</td>
</tr>
<tr>
<td>2002</td>
<td>30 Apr</td>
<td>176</td>
<td>95</td>
<td>-</td>
<td>-</td>
<td>0.42</td>
</tr>
<tr>
<td>2003</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2004</td>
<td>15 Apr</td>
<td>174</td>
<td>86</td>
<td>-</td>
<td>-</td>
<td>0.5</td>
</tr>
<tr>
<td>2005</td>
<td>2 Apr</td>
<td>405</td>
<td>21</td>
<td>403</td>
<td>1</td>
<td>0.38</td>
</tr>
<tr>
<td>2006</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2007</td>
<td>3 Apr</td>
<td>133</td>
<td>83</td>
<td>-</td>
<td>-</td>
<td>0.37</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Year</th>
<th>Date</th>
<th>d$_{\text{ave}}$</th>
<th>N$_{d}$</th>
<th>$\rho_{\text{ave}}$</th>
<th>N$_{p}$</th>
<th>CV</th>
</tr>
</thead>
<tbody>
<tr>
<td>1997</td>
<td>14 May</td>
<td>256b</td>
<td>193b</td>
<td>398</td>
<td>5</td>
<td>0.73b</td>
</tr>
<tr>
<td>1998</td>
<td>20 May</td>
<td>242b</td>
<td>370b</td>
<td>494</td>
<td>5</td>
<td>0.69b</td>
</tr>
<tr>
<td>1999</td>
<td>12 May</td>
<td>221b</td>
<td>533b</td>
<td>359</td>
<td>4</td>
<td>0.88b</td>
</tr>
<tr>
<td>2000</td>
<td>3 May</td>
<td>213b</td>
<td>655b</td>
<td>461</td>
<td>4</td>
<td>0.88b</td>
</tr>
<tr>
<td>2001</td>
<td>9 May</td>
<td>188b</td>
<td>511b</td>
<td>419</td>
<td>4</td>
<td>0.74b</td>
</tr>
<tr>
<td>2002</td>
<td>1 May</td>
<td>123b</td>
<td>447b</td>
<td>386</td>
<td>2</td>
<td>1.09b</td>
</tr>
<tr>
<td>2003</td>
<td>14 May</td>
<td>222b</td>
<td>529b</td>
<td>376</td>
<td>5</td>
<td>0.75b</td>
</tr>
<tr>
<td>2004</td>
<td>12 May</td>
<td>132</td>
<td>517</td>
<td>445</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>2005</td>
<td>10 May</td>
<td>215</td>
<td>427</td>
<td>380</td>
<td>3</td>
<td>0.75</td>
</tr>
<tr>
<td>2006</td>
<td>11 May</td>
<td>152</td>
<td>483</td>
<td>405</td>
<td>1</td>
<td>0.98</td>
</tr>
<tr>
<td>2007</td>
<td>10 May</td>
<td>124</td>
<td>695</td>
<td>418</td>
<td>5</td>
<td>1.06</td>
</tr>
</tbody>
</table>

aSymbols are as follows: d$_{\text{ave}}$, mean depth (cm); N$_{d}$, number of depth measurements; $\rho_{\text{ave}}$, mean snow density (kg m$^{-3}$); N$_{p}$, number of density measurements (number of Federal sampler cores in parentheses); CV, spatial coefficient of variation. A dash indicates no data.

bData from Erickson et al. [2005].

Research Station. Climate data have been collected continuously along Niwot Ridge since the early 1950s [Williams et al., 1996] (Niwot Ridge LTER, http://culter.colorado.edu/NWT/index.html). GLV receives about 1 m of precipitation annually, mainly as snow (80%) [Williams et al., 1996]. Soils are limited to the riparian zone of the valley floor and vegetation is limited to grasses and shrubs [Meixner et al., 2000]. Data from five meteorological stations (D1, Saddle (SDL), C1, Subnivean (SUBNIV), and CU Ameriflux) and a streamflow gaging station, located at the GLV4 outlet (GL4), were used for this study (Figure 1). Maximum SWE was measured during annual snow surveys, each averaging 446 depth measurements and producing a total of 5300 measurements (Table 2).

3. Methods

[9] A reconstruction model was used to compute snowmelt over remotely sensed, snow covered areas [Molotch, 2009]. Modeled snow-atmosphere energy exchange, required for predicting snowmelt, was determined from energy balance calculations, spatially interpolated meteorological parameters and modeled shortwave radiation. Grids of SWE at maximum accumulation were formed by integrating modeled snowmelt between the dates of maximum SWE accumulation and satellite-observed snow disappearance. These grids were compared to grids of observed SWE, formed using regression methods and comprehensive snow surveys conducted each spring. Supplementary data on snowmelt using regression methods and comprehensive snow surveys conducted each spring. Supplementary data on snowmelt were obtained from the Niwot SNOTEL Site 663 (Natural Resources Conservation Service), located 8.5 km east of GLV4, and the Giant Forest station, CA (U.S. Army Corp of Engineers), located 11.5 km southwest of TOK. Modeled snowmelt timing was characterized to reveal interannual variability in water inputs to both watersheds. Differences in timing between modeled snowmelt and observed streamflow were evaluated to explore possible differences between the two watersheds in terms of residence time. The proportion of the net radiative and net turbulent fluxes to total modeled energy of snowmelt was compared for TOK and GLV4. These comparisons pertain to snow-covered areas during all hours of the melt season, defined to begin and end at 10% and 90% cumulative melt, respectively. Each component of the methods is further described below.

3.1. SWE Reconstruction Model

[9] Maximum snow water equivalent, SWE$_0$, for each grid cell was reconstructed by summing snowmelt increments modeled between the date of maximum SWE (i.e., snow survey dates; Table 2) and date of snow disappearance [Molotch, 2009]:

$$SWE_0 = \sum_{j=1}^{n} M_j,$$

where $M_j$ is an increment in snowmelt (m) during time step $j$ (hourly) and $n$ is the total number of time steps between the dates of maximum SWE and snow disappearance. Spatially averaged values of modeled SWE$_0$ were compared to observed values using the Nash-Sutcliffe coefficient of model efficiency [Nash and Sutcliffe, 1970], expressed as “percent variability in mean SWE explained by the model.” New snowfall was not included in equation (1) because it was insignificant relative to that occurring prior to the date of maximum SWE accumulation.

[10] Incremental snowmelt values, $M_j$ (equation (1)), were determined from

$$M_j = M_{p,j} SCA_j,$$  

where $M_{p,j}$ is an increment in potential snowmelt (i.e., snowmelt assuming complete snow cover) and SCA$_j$ is the fraction of the grid cell covered by snow during time step $j$, determined by interpolating satellite-observed FSCA with respect to cumulative potential snowmelt [Molotch, 2009]. An increment in potential snowmelt was determined from

$$M_{p,j} = E_{p,j} (\rho_s L_{sl})^{-1} t_{ph}$$

where $\rho_s$ is the density of liquid water, $L_{sl}$ is the latent heat of fusion (3.34 $\times$ 10$^5$ J kg$^{-1}$), $t_{ph}$ is the number of seconds
per hour (3600 s h⁻¹), \( Q_{\text{net}, j} \) is the net energy flux (W m⁻²) to the snow surface during time step \( j \), and \( E_\text{h,j} \) is the energy available for snowmelt after accounting for cold content, defined as the difference (absolute value thereof) between the internal energy of subfreezing snow and snow at 0°C. Cold content of snow was accounted for as follows. At midnight of each day, cold content was initialized to zero. A running total was kept of the net energy flux to the snow surface during time step \( k = 0 \) (at midnight) to \( k = j \) (summation in equation (4)). Values of this sum when negative were set equal to the magnitude of cold content. During any given time step, the energy available for snowmelt was equated to the value of \( Q_{\text{net}, j} \) in excess of the cold content (equation (4)). When cold content was not accounted for during preliminary model testing, melt spikes were frequently computed during winter daylight hours. This result was not considered physically accurate since the snow was likely below the melting point during those times.

The net energy flux during time step \( j \), \( Q_{\text{net}, j} \), is given by

\[
Q_{\text{net}, j} = (1 - \alpha_{\text{SNOW}}) K_j + L_j^* + Q_{\text{h,j}} + Q_{\text{L,j}}. \tag{5}^\dagger
\]

where \( \alpha_{\text{SNOW}} \) is the albedo of snow, \( K_j \) is downwelling shortwave radiation, \( L_j^* \) is net longwave radiation, \( Q_{\text{h,j}} \) is the sensible heat flux, and \( Q_{\text{L,j}} \) is the latent heat flux. Ground heat flux was excluded from equation (5) because it is generally insignificant during the snowmelt season [Marks et al., 1992]. The snow surface temperature used for calculating upwelling longwave and the turbulent fluxes was prescribed as a 1 h lag function of air temperature, constrained to 0°C or below [Cline and Carroll, 1999]. The positive (negative) direction of all fluxes is defined as being directed toward (away from) the snow surface. Forcings and parameterizations to derive the aforementioned energy flux terms are adopted from methods of previous studies, including spatial interpolation of meteorological parameters [Cline et al., 1998; Molotch et al., 2008; Molotch, 2009], modeling of shortwave radiation [Dozier, 1980; Dickinson et al., 1993; Cline and Carroll, 1999; Molotch, 2009], longwave radiation [Idso, 1981; Hodges et al., 1983; Cline and Carroll, 1999], and turbulent fluxes [Jordan, 1991; Morris, 1989; Marks and Dozier, 1992]. Details of these methods are provided in Appendix A.

### 3.3. Hydrometric Measurements

Existing snow survey data sets and statistical methods were used to obtain grids of observed maximum SWE (see Molotch et al. [2005] for TOK and Erickson et al. [2005] for GLV4). Snow survey dates were aimed to coincide with the typical date of maximum SWE, and measurement locations were generally chosen to sample a range of elevation, slope and aspect. Year to year differences in data availability necessitated the use of different statistical methods. During 1996–1999, the TOK snow surveys were extensive, each collecting over 200 depth measurements (Table 2). For these years, snow depth grids at maximum SWE accumulation were constructed through spatial interpolation of snow survey measurements using binary regression tree models [Molotch et al., 2005]. TOK surveys after 1999 were not sufficiently comprehensive to apply binary regression trees (Table 2). Taking advantage of recurring snow depth patterns in the TOK [Leydecker et al., 2001], snow depth grids after 1999 were obtained by fitting the measured depths to the 1996–1999 average grid (Appendix B). Snow density was measured during the TOK surveys using a combination of snow pits and Federal sampler cores (Table 2).

The GLV4 snow depth grids for all years were provided by the deterministic grids of Erickson et al. [2005]. These were based on about 500 measurements per year from 1997–2003; grids for the other years were based on the multiyear regression of Erickson et al. [2005]. 1997–2003 values of mean snow depth in GLV4 at maximum accumulation were obtained from Erickson et al. [2005], and for the remaining years were obtained from the Niwot Ridge snow surveys (http://culter.colorado.edu/NWT/). Snow density was measured during the GLV4 surveys in snow pits on south and north facing aspects (Table 2).

All snow depth grids were multiplied by the FSCA image nearest in time to the snow survey to account for snow-free areas. Final SWE grids were created by multiplying snow depth grids by the observed mean specific gravity (ratio of observed snow density to that of water). For years when no snow densities were measured, the multiyear average of specific gravity was used.

SWE recorded at the Niwot SNOTEL and Giant Forest station were used as independent indicators of the timing of snowfall and snowmelt in GLV4 and TOK, respectively. Hourly values of stream discharge at the TOK outlet were obtained from the Marble Fork (MF) streamflow gaging

---

\(^\dagger\) An error was introduced in equation (5) during production of this article. The correct equation appears here. The article as originally published appears in the HTML.
station (Figure 1). Daily values of stream discharge from GLV4 were obtained from the Green Lake 4 (GL4) streamflow gaging station (Niwot Ridge LTER: http://culter.colorado.edu/NWT/). The integration period for the stream and snowmelt centroids was 1 March to 31 August.

4. Results
4.1. Energy Fluxes and Timing of Snowmelt

[17] The magnitudes and interannual variability of modeled turbulent energy fluxes are a factor of three greater in GLV4 than TOK (Figures 2a and 2b). The net turbulent flux (sensible plus latent heat) to snow in TOK averaged spatially over all melt seasons is $+3.9 \text{ W m}^{-2}$, providing on average 10% of the energy for snowmelt (Figure 2a). This proportion ranges from 0% in 2002 (when latent and sensible heat fluxes were equal in magnitude but opposite in sign) to 18% in 2006, with an interannual variability (standard deviation) of 6% (Figure 2a). The mean net turbulent flux to snow in GLV4 over all years modeled is $+15.6 \text{ W m}^{-2}$, providing on average 29% of the energy for snowmelt (Figure 2b). This proportion ranges from 3% in 2007 to 51% in 1999, with an interannual variability of 17% (Figure 2b). Both watersheds show the same multiyear mean value in modeled net longwave radiation ($-68 \text{ W m}^{-2}$) and similar means in modeled net shortwave radiation: $114 \text{ W m}^{-2}$ for TOK and $108 \text{ W m}^{-2}$ for GLV4 (Figures 2c and 2d).

Figure 2. (a–d) Modeled energy fluxes to snow averaged spatially and temporally during each melt season (10%–90% cumulative melt) for Tokopah Basin (left) and Green Lake 4 Valley (right). (e, f) Modeled timing of each melt season (DOY10 is the start, and DOY90 is the end) and melt rates averaged spatially and temporally.
The model results and observations both indicate decreasing snowmelt rates for melt seasons beginning earlier in the year (Figures 2e, 2f, 3a and 3b). Modeled start dates of snowmelt are also well correlated to modeled turbulent energy flux ($R^2 = 0.54–0.77$, Figures 3c and 3d). The curves of turbulent flux versus snowmelt timing are 2–3 times steeper for GLV4 than TOK (Figures 3c and 3d), illustrating the greater interannual variability of turbulent fluxes at the continental site.

4.2. SWE Variability and Model SWE Errors

Observed maximum SWE, spatially averaged over the watersheds, varies by a factor of 3.2 in TOK (49–158 cm) and 4.4 in GLV4 (27–119 cm) (Table 3). The quantity of SWE in TOK generally follows gradients in elevation and aspect, with greater values on the higher-elevation north facing aspects and lower values on the lower-elevation south facing aspects (Figure 4, left). Bands of high SWE accumulation in the southeastern watershed, which were reproduced by the model, are known to occur as a result of avalanche redistribution [Elder et al., 1991]. The greatest SWE accumulations in GLV4 generally occur along a corridor extending from the southwestern to north central area of the watershed (Figure 4, right). Lower accumulations tend to occur over the windswept slopes in the northwest and southeast (Figure 4, right). SWE distributions are markedly more heterogeneous in GLV4 than TOK (Figure 4). Spatial coefficients of variation in GLV4 range from 0.38 to 1.45 (mean of 0.75, standard deviation (SD) of 0.29), while values in TOK range from 0.24 to 0.34 (mean of 0.28, SD of 0.04) (Table 3).

Table 3. Statistics of Grids of Observed Maximum SWEa

<table>
<thead>
<tr>
<th>Year</th>
<th>SWE (cm)</th>
<th>CV</th>
<th>SWE (cm)</th>
<th>CV</th>
</tr>
</thead>
<tbody>
<tr>
<td>1996</td>
<td>115.9</td>
<td>0.29</td>
<td>86.5</td>
<td>0.71</td>
</tr>
<tr>
<td>1997</td>
<td>114.6</td>
<td>0.26</td>
<td>97.6</td>
<td>0.45</td>
</tr>
<tr>
<td>1998</td>
<td>158.2</td>
<td>0.25</td>
<td>118.5</td>
<td>0.51</td>
</tr>
<tr>
<td>1999</td>
<td>64.5</td>
<td>0.28</td>
<td>70.0</td>
<td>0.64</td>
</tr>
<tr>
<td>2000</td>
<td>89.9</td>
<td>0.25</td>
<td>62.8</td>
<td>0.87</td>
</tr>
<tr>
<td>2001</td>
<td>79.7</td>
<td>0.25</td>
<td>65.8</td>
<td>0.66</td>
</tr>
<tr>
<td>2002</td>
<td>66.8</td>
<td>0.32</td>
<td>27.3</td>
<td>1.45</td>
</tr>
<tr>
<td>2003</td>
<td>63.9</td>
<td>0.34</td>
<td>56.6</td>
<td>0.77</td>
</tr>
<tr>
<td>2004</td>
<td>148.9</td>
<td>0.24</td>
<td>62.6</td>
<td>0.67</td>
</tr>
<tr>
<td>2005</td>
<td>-</td>
<td>-</td>
<td>43.9</td>
<td>1.00</td>
</tr>
<tr>
<td>2006</td>
<td>-</td>
<td>-</td>
<td>44.9</td>
<td>0.93</td>
</tr>
</tbody>
</table>

*SWE, snow water equivalent; $\mu$, mean (cm); CV, spatial coefficient of variation. A dash indicates no data.

Figure 3. Modeled and observed relationships between timing of snowmelt, melt rate, and turbulent energy flux to snow. (a, b) Modeled melt rates averaged spatially and temporally during the melt season versus start date of melt, with observed rates (Giant Forest, 1975–2009; Niwot, 1982–2010). (c, d) Modeled sensible and latent heat fluxes averaged spatially and temporally during the melt season versus start date of melt.
Model SWE errors are generally within 3 standard deviations (spatial) of the observed SWE and tend to form spatial patterns that persist from year to year (Figure 4). Model overestimates in TOK SWE persist in the eastern and southeastern watershed (Figure 4, left). These overestimates are most prevalent during the years of lowest SWE (i.e., 1999, 2002, 2004, and 2007). Model underestimates in TOK SWE occur at the lower elevations and on north facing cliff bands in the southern watershed (arcuate-shaped features in Figure 4, left). Model overestimates in GLV4 SWE occur predominantly along a narrow northeast trending corridor where the greatest SWE accumulations occur (Figure 4, right). Underestimates in SWE tend to occur in the southern and northern portions of the GLV4 watershed, where wind scour often reduces snow accumulation. These underestimates are most pronounced in years with relatively deep snow in these areas (i.e., 1997, 1998, and 2003; Figure 4, right).

The TOK model explains 79% of the observed interannual variability in mean SWE (Figure 5, left). Model SWE errors for the different years range from −23% of observed SWE in 1998 to +27% of observed SWE in 2007 (Figure 5, left). The standard deviation of these errors for all years modeled is 18.3% about a mean of −0.1%. Model results for TOK tend to be high biased for years of relatively low SWE (Figure 5, left). The GLV4 model explains 60% of the observed interannual variability in mean SWE (Figure 5, right). Model SWE errors for the different years...
range from −37% of observed SWE in 2004 to +34% of observed SWE in 2005 (Figure 5, right). The standard deviation of these errors for all years modeled is 21.6% about a mean of +0.8%.

4.3. Snowmelt and Streamflow Timing

[22] Modeled daily snowmelt in TOK correlates strongly to observed stream discharge, with $R^2$ values each year ranging from 0.70 to 0.85 and averaging 0.78 (p values < 0.01) (Figure 6, top). Modeled snowmelt time series are displaced downward relative to the stream hydrographs for the drought years of 2004 and 2007, possibly in association with antecedent soil moisture deficits during dry periods. Daily modeled snowmelt and observed discharge in GLV4 are relatively decoupled compared to TOK, with $R^2$ values ranging from 0.00 to 0.28 and averaging 0.14 (p values ranging from < 0.1 to 0.6) (Figure 6, bottom).

[23] For both watersheds, correlations between the centroid dates of modeled snowmelt and observed stream discharge are stronger than correlations between daily flux values. The TOK snowmelt and stream discharge centroids show a similar range, 65 and 56 days, respectively, and strong correlation ($R^2 = 0.97$, p value < 0.01; Figure 7, left). The GLV4 snowmelt centroids also correlate strongly to the stream discharge centroids ($R^2 = 0.70$, p value < 0.01), but exhibit substantially different ranges (i.e., 42 versus 9 days) (Figure 7, right). These findings suggest that the timing of snowmelt and streamflow is relatively decoupled in GLV4 relative to TOK.

[24] For some years in GLV4, substantial snow-covered area depletion occurs prior to the rising limb of streamflow (e.g., 1996, 2002, and 2006) (Figure 6, bottom). This is especially apparent for 2002, where about 50% of the maximum snow-covered area disappears prior to increased discharge at the streamflow gauge. In contrast, the rising limb of the TOK hydrographs generally coincides temporally with snow cover depletion (Figure 6, top). These direct observations are consistent with the reconstruction model in suggesting that snowmelt and streamflow are relatively decoupled in GLV4 (more in section 5).

4.4. Model Forcing Errors

[25] Shortwave model errors at EML, TPL, and C1 become more positive over the course of the study period (Figures 8b and 8e). Though reasons for this are unclear, sensor drift is one possibility. RMS model errors in TOK and GLV4 shortwave over the different years average 79 and 75 W m $^{-2}$, respectively (data not shown). RMS model errors in TOK and GLV4 longwave over the different years average 28 and 36 W m $^{-2}$, respectively (data not shown).

[26] Yearly averages (March–August) in the reduced residuals of meteorological observations are listed in Table 4. To demonstrate, the 1996 air temperature residual of +1.3°C at C1 indicates that the observation there is 1.3°C higher than the value predicted by interpolating with respect to elevation using the other stations. Values at M3 are equal and opposite in sign to those at TPL (as stations are nearly at the same elevation). Residuals at D1 are opposite in sign to values at SDL (Table 4), but 25%–50% greater in magnitude. The variance in observations across stations (Table 5) is substantially greater in magnitude than the sum of squares in residuals (Table 4), indicating a generally strong correlation of the meteorological parameters to elevation.

5. Discussion

[27] A main finding of this study is the observed relationship between timing of snowmelt, rate of snowmelt, and the contribution of the turbulent energy fluxes. Earlier melting snowpacks are observed to ablate more slowly ($\sim \text{0.02 cm d}^{-2}$) and derive proportionally less energy from the turbulent energy fluxes. The proportion of these energy fluxes to the total energy flux during the melt season was on average three times greater (29% versus 10%) at the continental site (GLV4) than the maritime site (TOK), likely in association with wind speeds $\sim 3$ times greater in the former (Table 5). Further studies considering different time periods, and utilizing different modeling approaches, are needed to determine whether or not these relationships are characteristic of continental and maritime snowpacks.

[28] Cline [1995] studied energy exchanges on Niwot Ridge during 1994, finding that the net turbulent flux provided 25% of the energy available for snowmelt. While this value is close to our reported 1996–2007 average of 29%, it is substantially lower than the value observed for 1999 (51%). This is explained as follows. First, snowmelt at the Niwot SNOTEL during year 1999 began about 18 days
after it did during 1994. On the basis of the correlation shown in Figure 3d, the contribution of net turbulent flux to snowmelt would have been substantially greater in 1999 than 1994. Second, the values reported in this study are spatially averaged over areas of variable solar radiation exposure, whereas the site on Niwot Ridge is topographically flat with relatively high exposure.

Observations indicate substantially greater spatial variability of SWE in GLV4 than TOK (2.6:1 ratio in mean CV; Table 3). Higher wind speeds in GLV4 (~3 times; Table 5) are likely an important cause for this difference [Luce et al., 1998; Winstral et al., 2002; Anderton et al., 2004; Erickson et al., 2005]. The occurrence of late season, large snowfall events appears to be another factor influencing the high degree of SWE spatial variability in GLV4. The 2 years of lowest SWE spatial variability in GLV4, 1997 and 2003, experienced relatively large spring snowfall events on the basis of observations at the nearby Niwot SNOTEL (i.e., >8 cm water equivalent during any three consecutive days). In contrast, years with the highest
SWE spatial variability (i.e., 2000 and 2002) did not experience large spring snowfall events (i.e., <3 cm water equivalent). In general, snowfall during spring will be relatively high in density as a result of higher air temperatures as compared to midwinter [Pomeroy et al., 1998; Judson and Doesken, 2000], possibly resulting in greater resistance to wind redistribution and thus lower spatial variability. Further work is needed to examine the wind conditions during these springtime snowfall events.

Model SWE errors in this study are similar to previous applications of the SWE reconstruction technique. Molotch [2009] reported a mean SWE error of 23% for the Rio Grande headwaters of Colorado in years 2001 and 2002. This error is similar to our mean SWE errors for GLV4, ranging from −37% to +34% of the observed (about a mean and SD of about 1% and 22%, respectively). Cline et al. [1998] reported 6% mean SWE error from their model of the Emerald Lake watershed of TOK during year...
forcing errors, the presence of only one meteorological station in GLV4 (D1 at the watershed boundary) is another possible source of error. More meteorological stations are needed in GLV4 to adequately predict local lapse rates and thereby effectively distribute model forcings.

[32] Given that snowfall constitutes over 75% of the annual precipitation in both watersheds [Williams et al., 1996; Sickman et al., 2001], the timing of snowmelt is expected to play a major role in the timing of streamflow [Clow, 2010]. This is consistent with the high correlations found between the centroids of modeled snowmelt and observed stream discharge (Figure 7). However, the differences between the snowmelt and stream discharge centroids are substantially greater in GLV4 than TOK (Figure 7). This could reflect errors in the GLV4 model, or it could indicate in GLV4 a stronger influence from factors other than snowmelt timing on the timing of streamflow [Williams et al., 2011]. One possible factor may be greater surface-groundwater interaction in GLV4 than TOK, the latter of which exhibits limited groundwater storage, shallow soils and relatively little talus compared to GLV4 (Table 1) [Kattelmann and Elder, 1991; Huth et al., 2004; Liu et al., 2004; Molotch et al., 2008]. This may result in greater infiltration of snowmeltwater in GLV4 than TOK, and hence a greater lag time between the centroids of snowmelt and stream discharge. Greater disparity between snowmelt and streamflow timing in GLV4 than TOK is also consistent with the observed differences in correspondence between snow cover depletion and stream discharge (Figure 6).

[33] The date of spring snowmelt in western North America has advanced earlier in the year by about 4 days decade$^{-1}$ since the 1950s, with higher air temperatures believed to be a cause [Cayan et al., 2001; Stewart et al., 2005; Clow, 2010]. Our results suggest that this may lead to slower melting snowpacks and a reduced contribution of turbulent energy flux to melt. Lower snowmelt rates would likely affect the partitioning of snowmelt between surface runoff and groundwater flow, and thus the lag time between snowmelt and streamflow. In watersheds with sufficient infiltration capacity and subsurface storage to accommodate snowmelt (e.g., GLV4), lower melt rates may result in deeper flow paths of snow meltwater and hence greater lag times. In watersheds with less infiltration capacity and subsurface storage, such as bedrock dominated TOK, lag times would likely be less sensitive to snowmelt rate because of higher runoff and shallower flow paths. These relationships would also affect evaporative losses of meltwater flowing to streams. Watershed hydrogeology would therefore mediate the effects of snowmelt timing and ablation rate on changes in streamflow as shown in previous studies [Jefferson et al., 2008; Tague and Grant, 2009].

### 6. Conclusions

[34] Snow water equivalent (SWE) at the continental alpine site, Green Lake 4 Valley (GLV4), exhibits on average 3 to 4 times greater spatial variability (CV of 0.75 versus 0.28) and 7 times greater interannual variability in CV (standard deviation: 0.29 versus 0.04) than at the maritime site, Tokopah Basin (TOK). The modeled net turbulent flux contribution to snowmelt in GLV4 is on average three times greater in magnitude (mean of 29% versus 10%) and

---

### Table 4. Reduced Residuals in Meteorological Forcings Used for the Reconstruction Model (1 March to 31 August Averages)$^a$

<table>
<thead>
<tr>
<th>Year</th>
<th>$T_a$</th>
<th>$V_w$</th>
<th>$P_w$</th>
<th>$T_a$</th>
<th>$V_w$</th>
<th>$P_w$</th>
<th>$T_a$</th>
<th>$V_w$</th>
<th>$P_w$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1996</td>
<td>0.0</td>
<td>0.7</td>
<td>−0.1</td>
<td>1.3</td>
<td>2.2</td>
<td>−0.4</td>
<td>0.6</td>
<td>0.7</td>
<td>0.7</td>
</tr>
<tr>
<td>1997</td>
<td>0.4</td>
<td>0.6</td>
<td>−0.1</td>
<td>1.2</td>
<td>2.3</td>
<td>−0.4</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
</tr>
<tr>
<td>1998</td>
<td>0.0</td>
<td>0.4</td>
<td>−0.1</td>
<td>1.0</td>
<td>4.8</td>
<td>−0.3</td>
<td>1.4</td>
<td>0.7</td>
<td>0.7</td>
</tr>
<tr>
<td>1999</td>
<td>−0.3</td>
<td>0.6</td>
<td>−0.3</td>
<td>−</td>
<td></td>
<td></td>
<td>−</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2000</td>
<td>−</td>
<td></td>
<td></td>
<td>−</td>
<td></td>
<td></td>
<td>−</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2001</td>
<td>−</td>
<td></td>
<td></td>
<td>−0.1</td>
<td>1.7</td>
<td>−0.6</td>
<td>0.5</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>2002</td>
<td>−</td>
<td></td>
<td></td>
<td>−</td>
<td>1.5</td>
<td>−1.3</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
</tr>
<tr>
<td>2003</td>
<td>−0.2</td>
<td>0.7</td>
<td>−</td>
<td>0.4</td>
<td>−0.8</td>
<td>−0.7</td>
<td>−0.1</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>2004</td>
<td>−0.2</td>
<td>0.5</td>
<td>−</td>
<td>−0.9</td>
<td>2.9</td>
<td>0.7</td>
<td>0.3</td>
<td>0.9</td>
<td>0.2</td>
</tr>
<tr>
<td>2005</td>
<td>−0.1</td>
<td>0.5</td>
<td>−</td>
<td>−0.9</td>
<td>1.7</td>
<td>0.6</td>
<td>0.3</td>
<td>0.5</td>
<td>0.2</td>
</tr>
<tr>
<td>2006</td>
<td>−0.2</td>
<td>0.5</td>
<td>−0.7</td>
<td>1.8</td>
<td>0.7</td>
<td>0.2</td>
<td>0.5</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>2007</td>
<td>−0.4</td>
<td>0.6</td>
<td>−0.6</td>
<td>1.1</td>
<td>−2.0</td>
<td>1.0</td>
<td>0.3</td>
<td>0.6</td>
<td>−0.3</td>
</tr>
</tbody>
</table>

$^a$ $T_a$, air temperature ($^\circ$C); $V_w$, wind speed (m s$^{-1}$); $P_w$, water vapor pressure in air (mbars). A dash indicates no data.

93. In comparison, our mean SWE errors for TOK range from −23% to +27% of the observed SWE (about a mean and SD of ~0% and 18%).

[31] Important sources of model error likely include (1) the method for determining cold content, (2) availability of cloud-free satellite images, and (3) model forcing accuracy. The method for determining cold content does not include the coupling between internal energy and mass of a snowpack. Thus, setting cold content to zero each night may have resulted in an overestimate of early season snowmelt, and an underestimate of melt during years with relatively large SWE (i.e., high cold content). Another source of model error is the availability of satellite images, with a possible overestimate in timing of snow disappearance by up to 2 weeks depending on cloudiness and satellite overpass schedule [Molotch et al., 2010]. In regard to model

### Table 5. Average Monthly Air Temperature ($T_a$), Relative Humidity ($RH$), and Wind Speed ($V_w$) Observed at Each Meteorological Station During the Period of 1996–2007

#### TOK

<table>
<thead>
<tr>
<th>Month</th>
<th>$T_a$ ($^\circ$C)</th>
<th>RH</th>
<th>$V_w$ (m s$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mar</td>
<td>0.1</td>
<td>51</td>
<td>53 48</td>
</tr>
<tr>
<td>Apr</td>
<td>0.9</td>
<td>57</td>
<td>60 59</td>
</tr>
<tr>
<td>May</td>
<td>6.5</td>
<td>54</td>
<td>56 56</td>
</tr>
<tr>
<td>Jun</td>
<td>10.7</td>
<td>50</td>
<td>52 52</td>
</tr>
<tr>
<td>Jul</td>
<td>15.0</td>
<td>47</td>
<td>48 44</td>
</tr>
<tr>
<td>Aug</td>
<td>14.1</td>
<td>43</td>
<td>44 41</td>
</tr>
</tbody>
</table>

#### GLV

<table>
<thead>
<tr>
<th>Month</th>
<th>$T_a$ ($^\circ$C)</th>
<th>RH</th>
<th>$V_w$ (m s$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mar</td>
<td>−3.0</td>
<td>54</td>
<td>61 64</td>
</tr>
<tr>
<td>Apr</td>
<td>−0.6</td>
<td>54</td>
<td>57 64</td>
</tr>
<tr>
<td>May</td>
<td>5.2</td>
<td>56</td>
<td>55 60</td>
</tr>
<tr>
<td>Jun</td>
<td>10.0</td>
<td>50</td>
<td>42 52</td>
</tr>
<tr>
<td>Jul</td>
<td>13.9</td>
<td>53</td>
<td>48 54</td>
</tr>
<tr>
<td>Aug</td>
<td>12.0</td>
<td>60</td>
<td>53 59</td>
</tr>
</tbody>
</table>
interannual variability (standard deviation of 17% versus 6%) than in TOK. At both sites, the turbulent energy fluxes transition from more latent heat transfer from snow during years of earlier melt, to more sensible heat transfer to snow during years of later melt. This energy transition appears to be associated with snowmelt rates that increase by about 0.02 cm d⁻¹ with respect to start date of melt. The observed timing of streamflow in GLV4 was relatively decoupled from the timing of modeled snowmelt in comparison to TOK. This may be a result of greater subsurface storage and infiltration capacity in GLV4, possibly acting in concert with seasonality in snowmelt rate. This leads to the interpretation that streamflow timing in watersheds supporting deeper flow paths of snowmelt may be somewhat buffered to changes in the timing of snowmelt.

Appendix A: Meteorological Forcings and Energy Fluxes

A1. Standard Meteorological Forcings

[35] Digital elevation models at 30 m resolution were used to spatially distribute model forcings. Hourly values of air temperature, relative humidity and wind speed for TOK were obtained from stations EML, TPL and M3 (Figure 1). Precipitation in TOK (for computing snow albedo) was taken to be spatially uniform at the value recorded at the Giant Forest station, located 11.5 km southwest of TOK at an elevation of 2027 m. Hourly values of air temperature, relative humidity, wind speed and precipitation for GLV4 were obtained from stations C1, D1 and SDL (Figure 1). However, CU AmeriFlux served as an alternate source for GLV4 relative humidity data during years 1998–2000 because of sensor malfunction at the other stations. In both watersheds, observed values of air temperature and wind speed were spatially distributed on the basis of the observed lapse rate each hour, solved as a linear function of elevation [Molotch et al., 2008]. Residuals (i.e., observed minus lumped values) at each station were spatially distributed using inverse distance-squared weighting. This method was also used to distribute precipitation data across GLV4 because there were multiple observations at different elevations available (unlike for TOK). Relative humidity values were spatially distributed each hour by converting to specific humidity, lapsing to elevation, distributing residuals, and then converting back to relative humidity [Molotch, 2009; Cline et al., 1998]. For times when fewer than two stations were operational, average lapse rates for the study period were used. Because the meteorological stations do not cover the entire elevation range of the watersheds, lapse rates were extrapolated over about half of the watersheds (Table 1). New snowfall at each grid cell, used for updating modeled snow albedo, was determined from observed precipitation and a multiplying factor, representing the fraction of precipitation as snow, that ramps linearly from 1 to 0 between an air temperature of −1 and 3°C [U.S. Army Corps of Engineers, 1956, plate 3-1]. To evaluate potential errors in the interpolated model forcings, observed values of air temperature, water vapor pressure and wind speed at each station were compared to values obtained via the aforementioned interpolation between the other stations (i.e., “jackknifing”) [Molotch, 2009].

A2. Shortwave Radiation

[36] Grid cell values (30 m resolution) of downwelling shortwave radiation were estimated by downscaling hourly 0.5° resolution (~44 x 56 km) product from the Geostationary Operational Environmental Satellite (GOES) [Pink and Lazlo, 1992] using TOPORAD v 2.1 [Dozier and Frew, 1990; Dozier, 1980] and the downscaling procedure of Molotch [2009]. TOPORAD was used in order to simulate the effects of terrain aspect, slope, and sky view factors on incident shortwave radiation. The downscaling approach normalizes the radiation grid from TOPORAD so that its spatial mean value equals the value from GOES. We used constant atmospheric input parameters for TOPORAD (see below), and relied on the GOES data to capture the temporal variability in atmospheric conditions. Errors are disclosed with the use of pyranometer measurements. Grid cell albedo values for input to TOPORAD were obtained by area weighting of albedo values for snow-covered and snow-free areas:

\[
\alpha = \alpha_{\text{SNOW}}(\text{FSCA}) + \alpha_{\text{ROCK}}(1 - \text{FSCA}).
\]

where \(\alpha\) is the albedo, \(\alpha_{\text{ROCK}}\) and \(\alpha_{\text{SNOW}}\) are the albedos of snow-free and snow-covered areas, respectively, and FSCA is the fractional snow-covered area (described below). The \(\alpha_{\text{SNOW}}\) was estimated using the Biosphere-Atmosphere Transfer Scheme (BATS), which models snow albedo as a combination of a decay process based on snow age (assumed to represent grain growth and soot) and a recovery process based on new snowfall [Dickinson et al., 1993]. A constant \(\alpha_{\text{ROCK}}\) value of 0.19 was used in all model simulations on the basis of average reflectance values for granite and granodiorite [Baldridge et al., 2009]. Downwelling shortwave radiation was adjusted for forest cover using the nonlinear transmission function of Cline and Carroll [1999] (note that canopy is only present in 5% of western TOK and is not present in GLV4).

[37] The model parameters for the TOPORAD solar radiation model include (clear sky) optical depth (\(\tau\)), single scattering albedo (\(\omega\)), scattering asymmetry factor (g), and albedo (described above); the former three parameters were held as constants. Estimates in these 3 parameters for GLV4 were found by fitting the observed transmittance values at station C1 to the analytic solution of the two-stream equations of Dozier [1989]. Using the ten best fit days in 1996 and 2002 (20 days total), we obtained \(\tau, \omega,\) and g values of 0.20, 0.53, and 0.37, respectively. When applied to TOK, this procedure produced poor results. Hence, \(\tau, \omega,\) and g were adopted from values for a U.S. Standard atmosphere with rural background aerosol, weighted by the solar radiance in each Landsat band [Dozier, 1989]. Model errors in downwelling shortwave radiation were determined using measured values at stations EML and TPL in TOK and stations C1 and SDL in GLV. Shortwave measurements in TOK were made using Eppley PSP pyranometers, and in GLV using Licor pyranometers [Williams et al., 1999].

A3. Longwave Radiation

[38] Grid cell values of longwave radiation were determined using the Stefan-Boltzmann equation. Atmospheric emissivity was derived from observed air temperature,
water vapor pressure, and the ‘‘Wachtmann correction’’ [Idso, 1981; Hodges et al., 1983, equation (20)]. In the forested areas of TOK (5%), atmospheric emissivity values were adjusted for the forest canopy [Cline and Carroll, 1999]. Upwelling longwave radiation was determined assuming a snow emissivity of 0.98 [Dozier and Painter, 2004] and the aforementioned estimates of snow surface temperature. Errors in modeled downwelling longwave radiation were determined using measurements at station SUBNIV in GLV (Kipp & Zonen CG2 pyrgeometer), and stations EML and TPL in TOK (Eppley PIR pyrgeometers).

A4. Turbulent Fluxes

[10] Sensible and latent heat fluxes were computed using a formulation employing bulk transfer coefficients of Jordan [1991], with a bulk Richardson number from equation (A18) of Liston et al. [1999]. Stability corrections were applied during both unstable and stable turbulent conditions. The reference heights for wind, air temperature and relative humidity were constant values of 5.7, 5.4, and 5.4 m, respectively, for TOK and 7.0, 1.8, and 1.8 m, respectively, for GLV4 (values differ between watersheds because they were instrumented as a part of different projects). A snow surface roughness length of 0.0005 m was used for both watersheds [Morris, 1989]. The net turbulent flux is defined as the sum of the sensible and latent heat fluxes; similarly, net radiative flux is the sum of the net shortwave and net longwave radiation. The convention used for expressing the proportion of net turbulent and net radiative flux to total energy of snowmelt follows that used by Marks and Dozier [1992]. The percentage of net radiative (turbulent) flux was found by dividing the absolute value of the net radiative (turbulent) flux by the sum of the absolute values of the net radiative and net turbulent fluxes. Turbulent flux measurements were not available for model validation.

Appendix B: Spatial Distribution of Observed Snow Depth in TOK, 2000–2007

[10] After year 1999, the number of depth measurements during the TOK snow surveys ranged from 11 (in 2000) to 95 (in 2002) and averaged 58 (Table 2). This sampling was deemed inadequate for using the binary regression tree method to spatially distribute measurements. Instead, the following approach was used for years after 1999. The average snow depth grid for years 1996–1999, \(d_{ij}\), was formed by adding the grids (without FSCA masking) and dividing by the number of years (\(y\)), where indices \(i\) and \(j\) denote the \(x\) and \(y\) grid coordinates. We then sampled \(d_{ij}\) at each measurement location of the post-1999 survey, denoting the resulting samples as \(d_{k}\), with \(k\) ranging from 1 to the total number of depth measurements. Likewise, we defined \(d_{k}\) to be the snow depth measured at location \(k\) of the post-1999 survey. We fit the values of \(d_{k}\) and \(d_{k}\) to a straight line to solve for the multiplier, \(c\):

\[
d_k = c \cdot d_{ij}
\]  

(B1)

The value of \(c\) is the average ratio of snow depth at a specific location to the snow depth at that same location on the multiyear grid. Finally, we obtained the desired snow depth grid, \(d_{ij}\), from the product \(c \cdot d_{ij}\). We compared the errors in the estimate of mean snow depth with and without the use of the snow depth pattern (i.e., equation (B1)) by performing a hundredfold cross-validation study applied to the 1996–1999 data set. For each year of the 1996–1999 period, 100 training sets of 58 observations (i.e., the mean sample number during years after 1999) were randomly selected. Snow depth grids were generated using these training sets and the method above. Estimates of mean snow depth without the use of patterns were obtained by averaging all observations in the training set. The “true” snow depth was taken to be the average of the entire population of measurements for the year. Mean depth errors without patterns were +2 to +6% (too high), whereas estimates with patterns were −2 to +1%. Thus, use of the snow depth pattern removed much of the positive bias from simple averaging of depth measurements.
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